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Abstract

Freld Specific Expert Scientific Writing in English as a Lingua France 15 essential for the effecuve research networking
and dissemination worldwide. Extracting the linguistic profile of the research articles written in L2 English can help yvoung
researchers and expert scholars in various disciplines adapt (o the scientific writing norms of their communities of practice.
In this exploratory study, we present and 1251 an automated linguistic assessment model that includes features refevant for the
cross-disciplinary second language framework: Text Complexity Analysis features, such as Syntactic and Lexical Complexity,
and Field Specific Academic Word Lists. We analyse how these features vary across four disciplinary fields (Economics. IT.
Linguistics and Political Science) in a corpus of L2-English Expent Scientific Writing, part of the EXPRES corpus (Corpus of
Expert Writing in Romanian and English). The variation in field specific writing is also analvsed in groups of linguistic features
extracted from the higher visibility (Hv) versus lower visibility (Lv) jowrnals. After applying lexical sophistication, lexical
variation and syntactic complexity formulae, significant differences berween disciplines were identified, nuinly that research
articles from Ly journals have higher lexical complexity, but lower synfactic complexity than articles from Hy journals: while
academic vocabulary proved o have discipline specific varation.

Keywords: Text Complexity Analysis. Academic Vocabulary, Expert Scientific Writing in English, EXPRES Corpus,
Indexed Jowrnal Writing

1. Introduction

Developing proficient writing skills in English has
been a debated subject over the last decades. since
English has become the "the main fingua franca for
research networking and scientific communication™
{Pérez-Llantada, 2012). Researchers and professionals
in the disciplines are often hampered in their endeav-
ours to disseminate scientific research results because
of insufficient academic writing skills, and developing
them is a challenge regardless of the field of interest.
However. wnting in the disciplines. while using a for-
eign language, strongly relies on an understanding of
the writing practices of each particular field (Bazerman,
1991}

Research articles (RAs). as an academic genre. hold a
central place in academia, as they are the main form of
scientific communication (Swales, 1990). Although it

dexing: higher visibility journals (IS1/'Web of Science.
EBSCO. SCOPUS, ERIHPLUS) and joumals present
in less prestigious IDBs. search engines and citation
databases (assumed to have lower visibility). The anal-
ysed collection of academic papers included in this pa-
per is part of EXPRES (Corpus of Expert Writing in
Romanian and English). The EXPRES expert writing
corpus, the first such corpus reflecting the field specific
academic writing profile of Romanian researchers. con-
tains peer-reviewed research articles wrilten between
2017 and 2021 in the aforementioned disciplines (Lin-
guistics, IT. Political Sciences and Economics). The
comparison of the two categories of journals 15 per-
formed using lexical and symtactic complexity metrics
and an analysis of predominant academic vocabulary.

If other studies examine differences between native and
non-native English-speaking scholars (Lu et al.. 2019},

has a similar function across disciplines, namely that of
communicating research findings, the research article
differs substantially from one discipline to another. The
current investigation seeks to understand if there are
significant linguistic differences between several field-
specific discourse communities { Swales. 1990; Hyland,
2008), such as Linguistics, Economics, Information
Technology, and Political Sciences, by analysing spe-
cific research articles written by a panticular group of
English-L2 scholars (i.e. Romanian scholars). Being
an exploratory study, it aims to compare the linguis-
tic profiles and patierns within expert academic writ-
ing published in two different categories of Romanian
scientific journals, according to their intermational in-

this paper analyses, in the first place, the differences
in the linguistic profile of the field-specific expert aca-
demic writing of a particular group of non-native re-
searchers (i.e. Romanians), and, secondly the distri-
bution of such differences depending on the journal’s
international indexing,

Several main research questions will be taken into con-
sideration:

= Are there significant field specific differences. in
the case of the selected four fields ( Economics, IT,
Linguistics and Political Science), regarding the
lexical and syntactic complexity of the L2 English
expert scientific writing?
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= Are the features mentioned in {a) distributed dif-
ferently in the higher visibility (Hv} vs lower vis-
ibility (Lv) journals?

= Are there any identifiable field-specific academic
words characterizing the expert academic writing
of a particular set of L2 English users (e.g. Roma-
nian scholars)?

* What do automated complexity analysis tools tefl
us about expert writing in the above mentioned
four fields and. more specifically, about how En-
£lish is used for research article writing?

In order to answer these, we will scrutinize the linguis-
tic complexity of the collected data. Through this con-
tribution, we are inteérested in evaluating the linguistic
profile of the academic expert writing in English as a
lingua franca specific to a particular L1 scientific writ-
ing community (i.e. Romanian scholars) in order to be
able to validate an automated assessment model that
can be used for other L1 scientific writing groups.

2. Related Work

The aim of our study is to analyse the results of an
automated linguistic assessment study conducted on a
corpus of expert writing in English L2, ie. scientific
articles, in different disciplines. Our specific focus is
on the result correlation with the international indexing
level of the article publication source. Expert scientific
writing is referred to as “articles from peer-reviewed,
top-rated journals”. as exemplified in Larsson's study
on the LOCRA corpus' (Louvain Corpus of Research
Articles) {(Larsson, 2016). Broadly speaking. expert
scientific writing encompasses different genres labelled
as “published scientific writing” (Salazar, 2014, al-
though scientific or research articles are the preferred
text types that fall under this academic writing sub-
group. Extending the definition, expert corpora contain
“collections of texts that have been qualitatively vali-
dated, according to certain criteria, to be used for the
extraction of linguistic data that serve as models of lan-
guage use” (Rogobete et al.. 2021).

Automatic evaluation methods of writing in English L2
or any other second / foreign language have been devel-
oped, tested and analysed in numerous studies which
have approached “linguistic complexity as a multilevel
phenomenon™ (Green, 2019). The assessment formu-
lae include, predominantly, multiple complexity fea-
tures (Okinina et al., 2020; Housen et al.. 2019), syn-
tactic complexity and sophistication markers (Kyle and
Crossley. 2017} or lexical complexity, richness or den-
sity (Lu, 2014). The decision to include particular
features depends on the typology of data and research
guestions. Thus, replications or variations of the multi-
dimensional analysis (MDA (Biber, 1992), “which re-
duces large sets of linguistic variables, typically around

"hitps:/fuclouvain befenfresearch-
institutes/ile/ceclocra. huml

150 to meaningful dimensions of correlated vaniables™
(Green., 2019}, have been rather relevant for register
variations. In order to compare writing in the dis-
ciplines, disciminant function analysis (DFA) seems
to be the alternative (Egbert and Biber. 2018). with
its “emphasis on highlighting differences. is concep-
tually well-aligned with disciplinary literacy™ {Green,
2019). However, in order to conduct DFA based analy-
ses, large amounts of metadata should be collected (e.g.
grades, genres), which makes it quite difficult o em-
ploy for exploratory studies. Such studies have sim-
plified the analysis model to include lexical complexity
measures (e.g. lexical diversity and lexical density ) and
synlactic complexity measures (e.g. sentence length,
ratio of subordination) (Khany and Kafshgar, 2016).
In addition, academic words appear to be an important
indicator of the discipline-specific linguistic profile of
academic texts (Hyland and Tse, 2007). The procedure
can be complemented by automated term extraction for
disciplines (Perifdn-Pascual. 2018).

Since intensive research involves knowledge transfer
and dissemination, research production must be related
to the audience (either experienced or novice) in order
to contribute to better access of practiioners to novel
inguiries. In the case of academic journals, multiple
ranking metrics are used to assess quality, impact, and
visibility as main recognition factors. Scholars aim to
access highly ranked publications in order to acquire
a wider visibility and increase their individual met-
rics that capture productivity, citation impact, and re-
search output overall. However, a comparative analysis
that focuses on journals with lower vs higher visibil-
ity leads to the following observation: even though a
minor part of rescarchers tend to write their RAs ina
language “as scientific as possible”™. difficult to under-
stand (Gazni, 2011}, potential wide readership can be
obtained through an appropriate level for the general
population, because there is no need to have an elitist
perspective, but to share knowledge to the entire com-
munity. A study by Moochebat et al. (2015) demon-
strates how lexical usage analyses can be used to train
text classification models to distinguish between scien-
tific writing in 151 versus non-151 joumnals.

Our automated assessment model was tested for the
EXPRES corpus, representing English-L2 expert writ-
ing produced by Romanian scholars. The text as-
sessment measures (syntactic and lexical complexity,
the use of words from the Academic Word List) were
adapted from similar assessment models considered
relevant for analyses within a cross-disciplinary second
language framework.

3. Data

EXPRES Corpus The collection compiled for this
study is part of EXPRES (Corpus of Expert Writing in
Remanian and English), a discipline-specific academic
writing corpus consisting of research articles in peer-
reviewed journals, aiming to support Romanian fac-
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— #Articles “#Words/A rticle HUnique words/Article
Domain Hy Lv Hy Lv Hw Lv
Economics 465 157 | 3675(1559) 3038 (1156) | 901 (311) K24 (246)
IT 260 58 | 37EE(1160) 2259(1110) | 895(23%) 598 (258)
Linguistics 143 350 | 5552(2212) 3528 (1369) | 1470(476) 1256 (431)
Political Science 118 21 | 4801 (18%1) 5692 (3095) | 1314 (421) 1399552}

Table 1:

Summary of the corpus. Hv - higher visibility journals. Lv - lower visibility journals. We report the

mean and standard deviation for the number of words and number of unigue words in articles.

ulty members, professionals, researchers and students
in order to communicate their research findings. EX-
PRES has a manifold corpora typology, focusing on
four fields of academic research (Linguistics. Political
Sciences, Economics and Information Technology ) and
two languages, but with different user levels: English
L1 {articles written by native-like experts, published in
peer-reviewed journals in English-speaking countries),
English L2 {articles written by Romuanian experts using
English as a Foreign Language), Romanian L1 {articles
written by Romanian experts in their mother tongue).
Regarding the research articles written in Romanian,
we have to mention that there are only a few Romanian-
language publications with high visibility (Rogobete et
al., 2021).

Since English is widely wsed within Romanian higher
education institutions — both as an instruction medium
and for research publication purposes, the English L2
sub-corpus seemed to better adapt to automated extrac-
tion models of online Romanian journal articles.

The English L2 articles were selected from two cat-
egories of Romanian scientific jounals, according to
their international indexing: higher visibility journals
(ISI/'Web of Science, EBSCO, SCOPUS, ERIHPLUS)
and lower visibility journals, present in fewer or less
prestigious IDBs, search engines and citation databases
{assumed to have a lower impact). All of them are
peer-reviewed research articles written between 2017
and 2021, specific to the aforementioned domains.
Collecting the data The academic articles were col-
lected manually and automatically by downloading the
PDFs of the papers from the journals” websites. The
automated method consisted of scraping the URLs
of the articles using the Python crawling framework
scrapy-. The process of gathering the URLs was chal-
lenging as the journals® websites have very different
layouts. The most challenging features of the websites
were: using pictures with text instead of the actual text,
using HTML frames and hosting the aticles on exter-
nal platforms. some of which were unavailable. The
PDFs of the papers were downloaded from the URLs.
Using the Java library Cermine®, the contents of the
PDFs were extracted. We filtered the data of publish-
ing in order to obtain our subset of articles published
since 2017 and in which all the authors have Romanian
names (filtered using the list of Romanian names from

*hitps:/scrapy.org/
® hups:faithub com/CeON/CERMINE

Wikipedia®).

A summary of the sub-corpus used in our analyses is
presented in Table 1. It consists of 995 articles from
higher visibility (Hv} journals and 586 from journals
with lower visibility (Lv).

For data selection, a number of criteria were used, in-
cluding the author’s identity (namely Romanian au-
thors to ensure the appurtenance to an English as L2
community} and expertise {academics), the availability
and status of expert writing samples {opting for open
source journals, operating under the Creative Com-
mons license) and the journal impact factor.

As seen in Table 1. the articles have various lengths.
The variation in the number of words in an article may
be an effect of the word limit imposed by some pub-
lishers but not others. The articles published in Hv
journals have a higher word count than articles from
Lv journals for Economics, IT and Linguistics. For the
field of Political Science, there is no direct correspon-
dence between paper length and journal visibility, for
example. an Lv journal requires longer paper submis-
sions than any of the Hv journals in our corpus. As
regards the field of Linguistics, there is a great variety
of word limits among Hv journals, ranging from about
400d) words to about B0 words, while this limit may
be even higher in some journals, 12.000 or even 16.000
words.

Additionally, we have to mention that in the case of
Economics and Information Technology. the formulas
are not included in the word count.

4. Methods

To understand how L2 English is used by a specific
group of academics (i.e. Romanian scholars) in re-
search paper writing, different automatic measures are
explored in this work. In this section, we describe the
methods wsed for analysing the lexical and syntactic
complexity as well as the academic vocabulary used in
the research papers from our sub-corpus. Welch's t-
test was used for measuring the statistical significance
of the differences between the metrics from Hv and Lv
journals from the four fields.

4.1. Lexical Complexity Analysis
For analysing the lexical complexity of research arti-

cles, we computed several measures for lexical density,
sophistication and variation.

*hitps:fHro.wikipedia org/wiki/Listd_de_nume_rominesti
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Lexical density is computed as the ratio of lexical
words to all the words in a document. Lexical words
are defined as “nouns, adjectives. verbs (excluding
modal verbs, auxiliary verbs, be and have), and ad-
verbs with an adjectival base, including those that can
function as both an adjective and adverb {e.g., fast) and
those formed by attaching the —fv suffix to an adjectival
root (e.g., particularly)” (Lo, 2012).

Lexical sophistication is computed as the ratio of so-
phisticated words from all the words in the document.
The sophisticated words are words not appearing on the
list of 2,000 most frequent words in the British Na-
tional Corpus (Leech et al.. 2014). While in learner
corpora this sophistication is rather rare (Read, 2000),
it is expected that in expert corpora (such as EXPRES)
the proportion should be higher.

Lexical variation assesses the diversity of the words
used in a document. The most common evaluated in-
dices are textoal lexical diversity (MTLD), vocabulary
diversity {Vocd-D), Uber Index (Uber), and squared
verb variation (SVV) (Kalantan and Gholami, 2017).
The lexical complexity measures were computed using
the Lexical Complexity Analyser (LCA)® (Lu, 2012).

4.2. Syntactic Complexity Analysis

Trying to identify the characteristics of expert aca-
demic writing as L2 production, we also performed a
syntactic complexity analysis and computed measures
for the length of the production unit, the amount of
subordination, the amount of coordination, the degree
of phrasal complexity and the overall sentence com-
plexity using the L2 Syntactical Complexity Analyser
{(L25CA)* (Lu, 2010). The L25CA tool uses the Stan-
ford parser (Klein et al., 2003) for parsing the doc-
uments and identifying the production units. Tregex
{Levy and Andrew, 2006) is used for counting the dif-
ferent production units.

4.3. Academic Vocabulary

For identifying the lexical preferences within the aca-
demic writing genre we used the Academic Word List
{(AWL)Y (Coxhead, 2000) to compute the percentage
of academic words occurring in the articles across the
four disciplines. AWL contains 570 word families. but
it does not include words from the list of 2,000 most
frequent words in English. Furthermore, it was com-
piled from a corpus of 28 subject areas, thus AWL re-
lies on vocabulary which covers all the fields in the
EXPRES corpus. most in direct correspondence - Lin-
guistics, Economics, Computer Science, while Politi-
cal Science is only being indirectly covered by areas
such as Rights and Remedies, Constitutional Law and
Sociology.

*hipaiwww, personal. psu.edwxxd | 3downloads/Tca himl
"hitps:/faihaiyang comfsoftware/l2scal
" hitps:www.wetnac.nzflalsiresourcesfacademicwordlist

5. Results and Discussion

The results from analysing the lexical and syntactic
complexity and computing the percentage of academic
words are presented below. We compare articles from
Hv and Lv journals and show the differences between
the four domains: Economics, [T, Linguistics, and Po-
litical Science.

5.1. Lexical Complexity Analysis
Meirke Lhitiilis Meni (513 perukic
Hy Ly
Leieal Fivamanis, TETIGT] (LS8 (02 = e
density i 0E0) B LSS
L Lingusstics {158 i{1Da) LD (R L&} - ILE
Pulltles] Sckence 04200 O39(0K 0230
Lekeal Fratmnics [EN T T E LY T I T T
snphitication 1 DADGOOT) 41 (4IEE 053
Noatie Wi Linguistics 040000 OAS(RIY o e
Pulltlen! Science 0A4S 0L O30T 03
Lexieal b 11 E Ak DAD {100 L0 § Ik{HI 1454
T 44 s ) CL43 (AT} LI Lec]
AT § Linguisiics 036000 QBRI i
Politieal Scienes 03500071 OA2(0L5 0319
Verh Fwtwmins, TIF0d] G (E O
sophisication I LR EXTIT:: U= R YT VI ET ¥ YT
f—, Lingpudatics M1.20 LS ) B (I3} « HLNE
Politieal Schence 1123 LI B3] {15} LTI
Carreeted V51 Frotraihs TI3(057)  LG3(0shr  08E8
iy 4 LTR4 A4 < B
| [¥1. ey Lingisketics IIO0ES IAS(A3 ik
Polileal Sctence 304710410 JHR(130) 0532
¥erh 1 Eian-11 i DTHIATT) EELTEETT [
1 D AR (300) 4.3 (155} < L]
12 _ufN Linguisties  2125(1102) 34572567) LS

Pulitien] Science IIZ3T (1778 20044 (2(R13) L

Tuble 2: Lexical density and sophistication. T = #word
types, N = #word tokens, s = sophisticated words, lex=
lexical words, sler sophisticated lexical words, sverh
= sophisticated verbs.

Medrxe Dismnain Selean (51 pevalue
Hy Ly

Texical word Eronemics 036 (008) 039 (007) < 0001
vardation T 033 (0.06)  03% 01 < 0,801
Tl f Niex Linguistics 039 (0091 046 (008 < 0001
Political Seieace (.38 (007) 036 (007 0.130
Verh variation | Econemics 048 (010) 051 (008 < 0001
y S 1 T 041 (007) 04T LI < 08
Linguistis 048 (U100 063 (0,15 < 0,001
Political Science (.51 (L05) 0,49 (0.12) 0,893
Noun varialon | Econemics 04 (008) 037 (007) < 0001
I 031007 036010 < 0.8
(A Linguisties 0390009 046 (009 < 0001
Political Science (.38 (0.07) 035 (007)  0.068

Table 3: Lexical variation. T = #word types, N =

#word tokens, lexr = lexical words.

Tables 2 and 3 display the results obtained from the
Lexical Complexity Analysis, with two major trends
emerging from the data. Interestingly. and rather sur-
prisingly, the lower visibility journals from Economics.
IT and Linguistics show significantly higher scores for
all the lexical complexity metrics investigated. when
compared to the higher visibility journals, suggesting
that Lv articles are more complex than the Hv articles.
The most statistically significant difference is noticed
in the Lv Linguistics corpus. which scores consider-
ably higher than all the other corpora. regardless of the
journals” visibility. In contrast. in the case of Political
Sciences, the Hv corpus shows higher values in com-
parison with the Ly corpus.
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Metric Dumain Mean (5D vl
Hv Lv
Length of production unit
Mean bength of sentence Ecommics A 500 2795 da0n DOod
IT 2481 (429) 2498 (o) 0831
Linguistics 2726 (5521 2689784 (1552
Political Science  25.72 (6.28) 2728 (hb6d) (366
Wlean bengih of clause FEconumics To.d0 (2931 I6Ad{278) 0087
IT 1470 (198  1430(2.16) (203
Linguistics 1EI6 (279 15964316 < 0.001
Political Scfemce 1627 (3000 14952080 0071
=T 0 Foomomics 2710 (5.00] 2602 (5.RF) 432
IT 2202 (64 22674491y 0728
Lingulstics 2561 (494 2693¢035) 0S5
Political Sciemce  29.00 (6317 2583 (6.34) 044
Acmount of subordination
“Numler of clases per T-umi Econumics T67 1004  Le0(03% 0008
IT 1.5 (0.18) 1.5 {0.25) (1506
Linguistics 183 (0.26) L71{03T <= a.001
Political Sefence 179 (0,260 173025 259
Complex T-unit ratio Ecomumics (43 (0.00) 039 (0.1t < L
IT 039 0009 03T (0.12) 0267
Linguistics 04T (010 038 (015 < 0.001
Political Science 0,45 (0.12) (.47 (0.12) (.540
Mumber of dependent clases per clawse Ecomumics AT 007y oM 00 < 0001
IT 0330007 032 (004 254
Lingukstics (A0 (0.0F) 032 (0.11) <= D001
Political Sclence  0U38 (0.09) 0,38 (0208) 0697
Wumbser of dependent clanses per 1-umil Economics A3 (D207 DSk ooz
IT (L33 (0.17) 052 (0.21) 0820
Linguistics 0750023 058028 <= 0.001
Political Science 071 (0.24) (166 (023) 0454
Amount of coordination
“Wumber of coordinate phrases per dase Feonomics D3 0.00)  DAR0al)  oonz
IT (.38 (0.15) (L8 (0.18) [F-1.13
Lingulstics 03700065 026(021) = 0.001
Political Science 0,44 10.21) (.36 (0_16) 065
Numbser of coordinate phrases per T-unit Economics 86 020y 092 (0,33 [
IT (.59 (10.23) 0,59 (0.26) 0.947
Linguistics 06T 02T 480400 = 0.001
Polithcal Selenee 077 (0.37) 062 (126) 0028
Number of T-unils per senfence Eciwanics 140 (.0 1.0% (0.15) .02
IT 1008 {0059y 11001 0.262
Linguistics 1007 0.2y 1.0HD (0015} = .0
Political Science 100 (0.2 100 {010 noil
Degree of phrasal complexity
Number of complex nominals Ecomunics 2411053 248 (0500 (095
per clanse IT 1.5 (11.36) 1.9 (039} 0.043
Lingulstics 2020047y 193 (044) hO5L
Polithcal Selence 222 (0.49) 208 (0.45) (223
Number of complex pominals per T-unil Eciwmics At 0uy  39TL1E) U.=50
IT ERNRTIN.LY] 300 (081) el
Lingukstics 366 ) 332 (1.06) = D001
Political Sclence  3.96(1.00) 3630112 (220
“Wamber of verb phrases per T-umi Ecomumics 2310356 2224 (0A45) [
T 2.7 .10.33) 219 (0A5) L&17
Linguistics 13042y 2017058 < 00Dl
Political Science 24000.44) 233 (035 0446
Uhverall senlence complexity
“Wumilver of CEisis per stnlence Ecomwamics 1.E2 {L3F) 1ol (136) BT
IT L0026y 176 (0238) 1245
Lingubstics 1960039 173 04T) < 0001
Political Science 179 (0.35) LB (0300 01506

Table 4: Syntactic complexity measures.

Lexical density and sophistication. The lexical den-
sity metric does not show notable differences between
Economics, IT, Political Science Lv and Hwv articles.
What stands out in this category is the Lv Linguistics’
significantly higher score as compared with Hv Lin-
guistics. Turning to the next two metrics, the Linguis-
tics and the Political Science corpora display a higher
degree of lexical and verb sophistication when com-
pared to Economics and IT, regardless of the journals’

visibility.

Lexical variation. In line with the general trend. the
scores of the Lv Economics, IT and Linguistics cor-
pora are slightly higher than the Hv comesponding cor-
pora. In addition, what stands out in Table 3, however,
is that the lower visibility Linguistics corpus shows sig-
nificantly higher scores for each metric investigated as
compared with the other corpora. Secondly, the IT
higher visibility corpus scores lowest in all categories.

4743



Word (number of occarrences)

Economics IT Linguistics Political Science
coomomic (6661 ) duta (41549) t::t.t-(ﬂllj economic (Y1)
financial (4277) process [ 1445) cultural (1210} pelicy (671)
research (371 1) network (1116) culture { 1072) secunty (58()
data (3673 project { 1TT) analysis {¥66) cultural (5005}
analysis {3216 research (936 research {749 process (48]
economy (2884) security (916} process {742} economy (377)
it {23600 technology (847) context [ 735) culture (3645)
period (2219) devices (507) structure {6494) global (366)
process (2133) approach (TH6) texts (673) energy (365)
environment (3081 ) analysis {732) found (67(0) rofe (362)
respurces | 19495) method { T25) focus (G32) approach (362)
significant { 1770) image (643) specific (625)  commuonity (356)
factors | 1690} methods {635) author (H14) research (352)
varizhles ( 16T6) design (633} perspective (613) annlysis (336)
sustainable (1658)  components (587) role (BL1) comtext { W0y

Table 5: Top 13 words from AWL in the four domains: Economics, IT, Linguistics, Political Science

a tendency that is maintained by both Lv and Hv IT
corpora in the Syatactic Complexity Analvsis as well.

5.2. Syntactic Complexity Analysis

The results of the Syntactic Complexity Analyvsis are
presented in Table 4. As illustrated in this table syn-
tactic complexity is investigated as a multifaceted con-
struct considering a larger number of metrics, includ-
ing phrasal complexity measures in ling with newer re-
search claims (Biber et al., 20011

It must be noticed that in spite of the obviows differ-
ences in levels of syntactic complexity between the ex-
pert writing samples belonging (o the four fields, the
metrics indicate their appurienance (o the category of
proficient writing in L2, with the writing in fields of
Economics and Political Science, in Hv journals, dis-
plaving the highest degree of syntactic complexity for
most of the measures considered, In the case of Hy
journal articles in the field of Linguistics. there can be
observed that these have a higher overall sentence com-
plexity than those in IT and Political Science or Eco-
nomics, their syniactic complexity following the more
recent preference for a higher level of embedding and
higher phrasal-level complexification {Morris and Or-
tega, 2009},

Comparing the syntactic complexity features across
both the Hv journals and the Lv ones, it can be stated
that the articles from the TT field have the lowest syn-
tactic complexity (except for the number of coordinate
phirases per clause and the number of T-units per sen-
tence). This finding could be explained by aking into
aceount the discursive features of writing in this field
(text acting as a support for the formulas! equations!
code etc.). In the same comparnson between Hyv and Ly
journal articles, in the case of Linguistics. even if the
articles from Lv journals display a greater degree of
lexical density and sophistication. they have lower syn-
tactic complexity in contrast with those in Hy journals
fexcept for the mean length of clause).

53. Academic Vocabulary

Damain Mlean {5IM povalue
Hiv Lv
Eronumics 13700 (2B2%] 13900 298%) 0415
IT L304% (267%) 1L53% (3.65%) 0.0
Linguistics 7.56% (1LT4%) TEAT (L6SF) 0705
Political Science  [090% (301%) 11435 331%) 050
Tahle 6:  Oceurrence of words from the Academic

Wiord List across disciplines.

In Table 5 and 6 we present the results of our analysis
concerning the occurrence of words from the Academic
Wird List in our sub-corpus across the four fields: Eco-
nomics, IT, Linguisncs, Political Science.

Table 6 reveals that in the articles from the field of
Linguistics, there seems o be a limited occurrence of
words from the AWL vocabulary in comparison with
the estimated mean of 8.5% to 10% in academic texts
(Coxhead and Nation, 2001), a tentative explanation
being the greater linguistic flexibility of experts in this
field. who are less likely to opt for prescriptive, formu-
laic language. Additonally, an explicit Introduction,
Methods, Results, and Discussion (IMRaD) strsctune
for research papers may be less frequent in articles be-
longing to the sub-fields of literary and cultural studies
(included in the broader field of Linguistics in our cor-
s

Similarly, in her study on the genre- and discipline-
specific  recurrent expressions  (lexical bundles),
Donwcheva-MNavratilova (2012) discusses a case of
lower frequency of formulaic language in aticles
from the sub-field of literature or culral studies in
comparison with expert writing in the field of language
studies (Linguistics).

Table 5 reveals that, regardless of the field, there are
few common individual lexical items used in academic
texts (such as "research’, "analysis’) which behave sim-
ilarly across disciplines.
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6. Conclusion

The present work mapped the characienistics of scien-
tific papers written by Romanian academics from the
EXPRES corpus compiled within the DACRE project.
A total of 995 articles from higher visibility journals
and 386 from lower visibility journals were analysed.
The linguistic profile of expert writing in Hv and Ly
journals was a result of comparisons relyving on lexical
and syntactic complexity levels, and on measuring the
occurence of words from the Academic Word List. The
findings presented in this work reveal grear differences
between the research papers from the four fields (Eco-
somics, IT, Linguistics and Political Science) amd be-
tween the two categories of Romanian scientific jour-
mals, according o their international indexing (higher
visihility journals and lower visibality journals).

In sum, for the field of Linguistics, there are greater
differences between armicles from Hv and Lv jour-
mitls, articles from the limer category being more lexi-
cally sophisticated, thus harder to read and understand.
However, this is compensated by the lower syntactic
complexity levels of articles in LY journals in compar-
isomn with the articles from Hy journals (except for the
mein length of clanse).

The articles from the field of Political Sciences display
higher lexical complexity compared to articles from the
fields of Economics and IT. For this domain, there are
no significant differences between articles across the
indexed sources.

Articles in the field of Economics are characiernsed by
lower lexical variation than those in Linguistics and Po-
litical Sciences but higher than those in IT.
Furthermaore, the articles in the field of I'T have the Tow-
est lexical density and sophistication.  We may con-
clude that the papers in the field of IT are the easiest
to resd and comprehend as they present the lowest lex-
ical and syntactic complexity levels, thus making the
textual iterms understandable by a wider audience; how-
ever, this appareat simplification is compensated by the
extra-texiual items (formulas! equations! coding/ sym-
bolz). not computed here.

The novelty of the present smudy consisis, firstly, in
compiling and analyzing the EXPRES corpus focused
o expert witing, instead of learner corpora, previ-
ously used in extensive research studies on academic
writing *. Secondly, the investigation aimed at com-
paring writing in four different fields in terms of lex-
cal and syntactic complexity, Since “1L.2 writing quality
[---] is 2 function of both wrting ability and language
proficiency”™ (Yang et al., 2015), the relation between
the effect of a field of research, on the one hand, and
linguistic conplexity, writing performance and quality,
on the other, is less argued, our contribution amed o
fill the research gap in comparing Hv/Lv journals in

“the main results and the EXPRES corpus will be avail-
ghie on the DACRE plaiform with o complex search inier-
face. to be launched at the end of 2022: httpa: f fdacre.
projects.uvt.ro/?lang=-en

Emglish L2. Additiomally, our research aimed ar draw-
ing attention opon the need for researchers in particu-
lar fields o make adjusiments o international writing
norms in order to make their findings and resulis more
visible. Finally, our findings may indicate a possible
influence of L1 writing siyle as affecting L2 writing,
even at expert level.
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